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Abstract:   

This paper illustrates  linear regression as a basic method of machine learning for  predicting continuous outcomes. 

It is one of the most widely used models for prediction in statistics and machine learning. Supervised learning has 

become an area of much research activity in the field of machine learning. The linear regression algorithm is 

perhaps one of the most common, comprehensive and widely used statistical and machine learning algorithms, as it 

is used to find the linear relationship between two  variables, we have a comprehensive discussion of the theoretical 

and mathematical basis for this algorithm Where our study included defining the linear regression and analyzing 

the data used from the Kaggle_platform for regression analysis and the steps used in describing methods and 

functions, including calculating the cost function, the Gradient descent function and the error rate in order to 

minimize the differences between expected values and real values, and we evaluated a set of data for analysis 

represented by population and income with a focus on modeling the relationships between dependent (Y) and 

independent (X) variables. This paper is a small contribution to the understanding and simplification of the theory 

and practice of machine learning using linear regression. 

Keywords: linear regression, machine learning, supervised learning, simple linear regression. 

 هلخص:

ذىضح هزِ انىسقح انثحثٍح الاَحذاس انخطً كطشٌقح أساسٍح فً انرعهى اَنً نهرُثؤ تانُرائح انًسرًشج. وهى يٍ أكثش انًُارج  

ًُششف يدالًا تحثًٍا واسعًا فً يدال انرعهى اَنً. ونعم خىاسصيٍح  اسرخذايًا نهرُثؤ فً الإحصاء وانرعهى اَنً. وقذ أصثح انرعهى ان

ذاس انخطً يٍ أكثش خىاسصيٍاخ الإحصاء وانرعهى اَنً شٍىعًا وشًىلًا واسرخذايًا، إر ذسُرخذو لإٌداد انعلاقح انخطٍح تٍٍ الاَح

يرغٍشٌٍ. وقذ ذُاونُا فً هزِ انىسقح يُاقشح شايهح نلأساط انُظشي وانشٌاضً نهزِ انخىاسصيٍح. حٍث ذضًُد دساسرُا ذعشٌف 

نرحهٍم الاَحذاس وانخطىاخ انًسرخذيح فً وصف انطشق  Kaggle انًسرخذيح يٍ يُصح الاَحذاس انخطً وذحهٍم انثٍاَاخ

وانذوال، تًا فً رنك حساب دانح انركهفح ودانح الاَحذاس انرذسخً ويعذل انخطأ تهذف ذقهٍم الاخرلافاخ تٍٍ انقٍى انًرىقعح وانقٍى 

كاٌ وانذخم يع انرشكٍض عهى ًَزخح انعلاقاخ تٍٍ انًرغٍشاخ انحقٍقٍح، وقًُا ترقٍٍى يدًىعح يٍ انثٍاَاخ نهرحهٍم يًثهحً تانس

ذعُذّ هزِ انىسقح يساهًح صغٍشج فً فهى وذثسٍط َظشٌح ويًاسسح انرعهى اَنً تاسرخذاو الاَحذاس  .(X) وانًسرقهح (Y) انراتعح

 انخطً. 

شاقةَ، الاَحذاس ان ة:داللكلوات الا ًُ  .خطً انثسٍطالاَحذاس انخطً، انرعهى اَنً، انرعهى ان
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1- Introduction 
Data has gained an important role in various fields of life in recent times, leading to a growing 

need for methods that enable us to use this data intelligently. This has led to the emergence of 

machine learning, a branch of artificial intelligence that enables computer systems to learn from 

past experiences and gradually improve their performance. One of the main methods in this 

field is supervised learning, which relies on providing the system with data that contains valid 

inputs and outputs, which helps the system understand the relationship between them. One of 

the models used in this study is simple linear regression, which is the basis of supervised 

machine learning, which is emerging as a simple and effective tool in a number of disciplines, 

especially due to its ease of implementation and interpretability [1]. To better understand these 

challenges, it is important to recognize the prominent role that regression analysis present in 

scientific research. It is one of the most widely used statistical methods due to its effectiveness 

in exploring and interpreting relationships between variables. It is widely used due to its 

simplicity and efficiency, especially in linear models. In many real-world scenarios, this method 

achieves performance comparable to more advanced and complex methods, while maintaining 

its simplicity and ease of interpretation of its results [2,3]. In this context, there is a procedure 

known as the model utility test, which is used to verify the presence of a statistically significant 

relationship between the independent and dependent variables. The null hypothesis in this test 

states that there is no meaningful relationship between the two variables. These tests are applied 

within regression models designed to help researchers predict the value of a particular variable 

based on other variables. These models are constructed using several techniques, including 

simple linear regression, multiple linear regression, nonlinear regression, and multivariate 

regression [4]. In this study, we will discuss one such type, simple linear regression. Over the 

past few decades, research in linear regression has undergone a significant shift in focus, with 

efforts directed toward developing computationally efficient algorithms applicable to high-

dimensional data. Many researchers have developed improved linear regression algorithms, 

such as Ridge Regression and Lasso Regression, both of which have proven effective in 

addressing challenges such as multicollinearity and overfitting. Researchers have also 

contributed to the development of innovative linear regression models tailored to specific 

problems in various fields, achieving remarkable results in practical applications [5,6]. The goal 

of linear regression is to construct a mathematical relationship between two variables (x and y) 

using coefficients calculated through linear algebra tools. This enables the relationship to be 

described quantitatively, which can be used for prediction and analysis. The dataset was 

obtained from Kaggle, a popular platform for sharing datasets and data science competitions. 

The dataset contains independent and target variables used to apply linear regression models 

and analyze the relationship between them. This dataset was selected for its quality and ease of 

use in machine learning applications[7]. 

2- Theoretical Background in our Study: 

In this study, we apply  the most common way to do simple linear regression using the SLR 

algorithm in python programming language. We use data from the Kaggle platform [6] for the 

analysis. Table 1 shows the complete set of parameter settings in this study. 

Table1. Parameter settings used in this study. 

Description Symbol value 

the number of data sets M 100 

the number of Features X0,X1 X0=ones, X1= 100m values 

the actual value y 100m 

the cost function θ0,θ1 0,0 
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the learning rate α 0.01 

the number of repetitions Iterations 1000,10000 

3- Linear Regression Algorithms: 

In this paper, we will introduce two types of linear regression and apply a  model to the 

first type, which is simple linear regression, and we hope in the future to make a practical 

comparison of both types [6]: 

3.1 Simple Linear Regression (SLRX): 
Simple Linear Regression (SLRX) It is a statistical method used to determine the relationship 

between two variables. One of the reasons for calling it simple is that it uses only two 

variables: an independent variable symbolized by (x) to predict the value of the other variable 

called the dependent variable symbolized by (Y). It finds or draws a straight line (Best Fiting 

Line) used to represent the relationship between the variables, which is closest to the data 

approximately, by finding the value of the coefficients (θ0) and (θ1), which determines the line 

and reduces regression errors. The relationship is represented by a straight line through the 

simple linear regression equation (SLRX)[1,2,3]: 

                                                                                                (1) 

      Table2. Statistical sample of our data for a population compared to their income. 

SLRX algorithm 

N X0 X1 Y Description 

0 1 6.1101 17.592           X1 Y 

1 1 5.5277 9.130 count 100.0000 100.0000 

2 1 8.5186 13.662 mean 8.159800 5.839135 

3 1 7.0032 11.854 std 3.869884 5.510262 

4 1 5.8598 6.823 min 5.026900 -2.680700 

5 1 8.3829 11.886 max 5.707700 1.986900 

6 1 7.4764 4.348 25% 6.589400 4.562300 

7 1 8.5781 12.000 50% 8.578100 7.046700 

8 1 6.4862 6.5987 75% 22.203000 24.147000 

3.2 Multiple linear regression (MLR) : 
Multiple linear regression (MLR) is a common statistical technique used to analyze the 

relationship between a dependent variable and a number of independent variables. This 

model is based on the idea that there is a linear correlation between the dependent 

variable and a set of independent variables. In other words, the dependent variable is 

expressed as a linear combination of independent variables, with the addition of an 

element that represents the error or randomness in the prediction. 

This model is represented by the following formula: 

                                                              (2) 

The importance of this model stems from its ability to determine the extent to which each 

independent variable affects the final outcome, making it a powerful analytical tool used in 

multiple fields such as economics, medicine, engineering, and data science. It is also relied upon 

to predict future outcomes, discover influential factors, and test statistical hypotheses regarding 

the importance of input variables. 
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3.3 Steps of the  algorithm (SLRX):  
  

1- The idea behind this algorithm is to read data and make a prediction based on the previously 

entered data. This is a type of machine learning approach called supervised learning. Our data 

in this work is a two-dimensional list, one is the input X and the other the output Y. 

2- Display data through a data visualization technique (Scatter plot) that shows the relationship 

between two numerical variables. 

3- To start applying the Gradient Descent Function, we have first separate the data list, and 

adding a new column called (Ones) before the data representing X0. 

4- Separate X (training data) from y (target variable). 

5- Convert from data frames to The matrices. 

X = matrix(X.values) 

                 y = matrix(y.values) 

theta = matrix(array([0,0])) 

6- Cost function calculation: It detects larger errors more than smaller errors, helping the model 

focus on reducing large errors between predictions and actual values. Using the following 

formula: 

 (     )  
 

  
∑ (  ( 

( ))   ( ) 
   )                (3) 

7- Gradient Descent Function: is an optimization algorithm used to minimize the cost function 

and find the best-fiting line for the model. 

Using the following formulas: 

                                    
 

 
∑ (  (
 
     )    )                (4) 

                                ∑ ((  (
 
     )    )  )            (5) 

8- perform gradient descent to 'fiting' the model parameters. 

 get best fiting line. 

 draw the line. 

 draw error graph. 

 
4- Results and Discussion : 

After choosing data from the platform [6] for a population compared to their income, we 

used a Python program to evaluate simple linear regression model, as we show steps in 

the system system LRAx,xn describes in Figure 1. 

 

 According to the system that was used in our study, the first three steps they are to 

prepare the simple linear regression model. And the other steps used to minimize the cost 

function and find the best-fiting line for the model illustrated by Figure 2 . As in our 

analysis we made two steps of repetitions : the first was 1000 and the second 10000 with 

the same number of learning rate (0.01) as shown in Figure 3. 
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            Figure1. System LRAx,xn for Predicted Target and get Error graph .On the results of the quality is 

based a predicted income vs. people and error vs. training Epoch. 

 

 
 

Figure2. The left panel shows the distribution of data and the visual relationship extracted directly from the 

data file before applying the model, where the horizontal axis represents the population and the vertical axis 

represents their income. It is noted that the greater the population, the greater the income. . The right panel 

shows results of The best fiting line to determine the relationship between population and income, where the 

blue dots   (Training Data) represent the original input data, and the red line (Best fiting line), which is 

basically a representation of the function J(x), shows that the model was able to determine the relationship 

between population and income. 
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Figure3. The Results shows in the left panel the number of iterations = 1000 and the value of the error 

function (cost). Right panel shows the number of iterations = 10000. 
 

We compute the  equations 3 and 4 and repeated together 1000 times that minimizes the error 

between the predicted and actual values, this is the goal of the GD equation. 

The final results were as the following:  

θ0= -3.89578082 , θ1= 1.1930336 when the constant Iters=1000. 

 θ0= -3.24140214, θ1= 1.1272942 when the constant Iters=10000. 

The following results show a sample of 50 values as calculated by Gradient Descent Function.    

      Table3. Sample of the first fifty values out of 1000. 

6.73719046 5.93159357 5.90115471 5.89522859 5.89009494 

5.88500416 5.87993248 5.87487909 5.86984391 5.86482687 

5.85982789 5.85484692 5.84988389 5.84493874 5.83510181 

5.83020991   5.82533562 5.82047889 5.81563965 5.81081784 

5.80601341  5.80122627  5.79645638 5.79170367 5.78696808 

5.78224955 5.77754801 5.77286341 5.76819568 5.76354477 

5.75891061 5.75429313 5.74969231   5.74510803 5.74054027 

5.73598897 5.73145406 5.72693549 5.72243319 5.71794711 

5.71347718 5.70902336 5.70458558 5.70016379 5.69575792 

5.69136792 5.68699373 5.6826353   5.67829257 5.66902336 

 

The final value of  Cost function in the position of iteration 999 is  =  4.5159555321, also the 

final value of  Cost function in the position of iteration 9999 is =9.9.74.423. 

    We note here through the experiment and the number of repetitions that choosing the number 

of repetitions of 1000 is very suitable for the data chosen for this study because there is no 

significant difference in calculating the gradient function as shown in the last values of the 

function. 

Conclusion 

We can conclude from this study that machine learning using linear regression is one of the 

successful methodologies used in machine learning, as we found that it has the ability to provide 
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us with clear criteria for model optimization and a powerful tool for modeling, prediction, 

parameter adjustment, pattern extraction, and relationships to achieve the best results. The results 

showed us that the simple regression algorithm is effective when there is a single independent 

variable, as well as the effectiveness of using stepwise descent in reducing the error function and 

improving model accuracy and iterative optimization accuracy. Our experiments also showed 

how to extract relationships from the data to get effective results. We also found that adjusting 

the learning rate (α) has a clear and significant impact on the model tool, the smaller the learning 

rate (0.01) leads to slow convergence but stable when the learning rate is large helps in reducing 

the time but needs careful selection to avoid overshoots, and increasing the iterations contributed 

significantly to improving the accuracy of the model as shown in Figure 3. We can say that the 

study of linear regression is a major starting point for any researcher or student in the field of 

machine learning. 

Recommendation for further works: 

      Future research will also look at using other control models and other personalized prediction 

systems to further improve predictions, one such representation  is Multiple Linear Regression 

and try to conduct research and experiments using larger and more complex data .  
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