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Abstract : 
Recommender systems are a powerful tool that can be used to improve 
the user experience in a variety of applications. However, the issue of 
missing data in the user-item rating matrix is a common problem that 
affects the performance of these systems. To solve this problem, 
imputation techniques are used to estimate the missing values in the 
matrix. Apache Mahout is one of the popular open-source libraries that 
provide various algorithms for building recommender systems. It also 
provides an implementation of several imputation techniques to handle 
missing data in the user-item rating matrix. This paper aims to improve the 
accuracy and the performance of user-based collaborative filtering (UB-
CF) by applying the imputation technique with Apache Mahout. The 
experiments are carried out on real world data sets Movielens. The results 
proved that our proposed method is effective in handling and identifying 
missing and noisy data in the user-item rating matrix. We demonstrate 
that our approach led to considerable enhancement compared with other 
previous approaches. 
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1. INTRODUCTION 
Recommender systems are a type of artificial intelligence technology used 
to predict the preferences and interests of users based on their past 
behavior. These systems make personalized recommendations based on 
user data such as purchase history, search queries, and ratings. They are 
used in a variety of applications such as online shopping, streaming 
services, and social networks. Recommender systems use algorithms such 
as collaborative filtering, content-based filtering, and matrix factorization to 
generate accurate recommendations tailored to each user. They can 
improve user satisfaction by presenting the most relevant products, videos, 
music, or other content to all users. 
Table 1. Sample of user-item rating matrix 
 King of Rings Beautiful Mind Star Wars Titanic 
Smith 5 2 5 4 
Adam 2 5  3 
Natasha 2 2 4 2 
John 5 1 5 ? 
 

2.  RELATED WORK 
Imputation is a technique for filling in missing values in a dataset. It can be 
used to improve the accuracy of collaborative filtering (CF) recommender 
systems, which are a type of recommendation system that recommends 
items to users based on their past behavior [1,2]. CF recommender 
systems can be inaccurate when the user preference data used in the 
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recommendation process is sparse. Imputation can alleviate this problem 
by substituting a virtual part of the missing user preferences [3,4].  
According to recent research, imputation techniques such as matrix 
factorization and deep learning-based methods have shown promising 
results in improving collaborative filtering performance. For instance, a 
study by Zhang et al. (2019) found that using a deep learning-based 
imputation method improved the accuracy of collaborative filtering by up to 
5% [5]. Similarly, another study by Wang et al. (2021) showed that 
incorporating matrix factorization-based imputation techniques led to 
significant improvements in recommendation quality compared to traditional 
collaborative filtering methods [6]. Overall, these findings suggest that 
imputation techniques can be an effective approach for enhancing the 
performance of collaborative filtering systems. 
Ching et al. (2018) discussed the use of collaborative filtering techniques 
to create a movie recommendation system. Collaborative filtering is a 
technique that uses the preferences and behavior of similar users to make 
recommendations for a particular user [7]. The authors of the paper used 
Apache Mahout, an open-source machine learning library, to implement 
their recommendation system. They also used imputation techniques to 
handle missing data in their dataset. Imputation is the process of 
estimating missing values in a dataset based on other available data. The 
authors evaluated their recommendation system using two different 
datasets and found that it performed well in terms of accuracy and 
efficiency. They also compared their results with other state-of-the-art 
recommendation systems and found that their system performed 
comparably or better. Overall, this paper provides a detailed overview of 
how collaborative filtering can be used to create an effective movie 
recommendation system, and highlights the importance of imputation 
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techniques and tools like Apache Mahout in building such systems. Also, 
Alessio et al. (2018) in their focused on collaborative filtering, imputation, 
and Apache Mahout [8]. The authors propose a distributed neural network 
approach for imputing missing data in large datasets. They use Apache 
Mahout to implement the proposed approach and evaluate its performance 
on several real-world datasets. The results show that the proposed 
approach outperforms existing methods for missing data imputation. 
Overall, the paper presents a promising solution for handling missing data 
in large datasets using distributed neural networks and Apache Mahout. 

3. PROPOSED FRAMEWORK 
The proposed framework can be applied to two different scenarios. 
3.1 Scenario 1: APACHE MAHOUT 
In this paper, Apache Mahout [9] is used as a software framework that 
enables developers to create scalable and effective recommender systems. 
Mahout is an open-source machine learning library that was originally 
developed by Apache Lucene in 2008. Mahout is a collection of open-
source software tools for scalable machine learning. When the amount of 
data is too large, Apache Mahout is a popular choice for collaborative 
filtering (CF) libraries. Mahout is written in the Java programming language 
and does not provide a user interface or installer. After coding, it is up to 
the developer to create interfaces for their specific application. The Mahout 
library contains a variety of recommender systems. User-Based CF to 
adapt out proposed work is chosen for this study. Fig1 shows the block 
diagram of this scenario. 
3.1.1 DATASET 
In this paper, the authors applied various algorithms to the MovieLens-
100K dataset, which contains 100,000 ratings from 943 users on 1,682 
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movies. The dataset only included users who had rated at least 20 
movies. The dataset is composed of two files: 

 u.data: This file contains the user ID, item ID, rating, and 
timestamp of each rating. 

 u.item: This file contains information about each movie, such as the 
movie ID, title, release date, and genres. 

 We merged the two data sets in our experiments because the movie IDs 
were the same in both sets. We selected u.data for this paper. 
3.1.2 CONVERT THE FORMAT OF DATASET FILE 
To build the inputs, the first step is to convert the datasets to a CSV file 
format. This file contains the user ID, item ID, and the given preferences 
(ratings). In Mahout, IDs are always integers, and the preferences have 
the property that a larger number indicates a stronger positive preference. 
In the MovieLens datasets, the preferences are integers between 1 and 5. 
After converting the data file to a CSV file, the information included by csv 
file will be formatted as shown in Table 2:  
 

User ID Movie ID Rates 
1 102 3 
2 35 2 
2 75 5 
91 102 3 
101 54 3 
101 102 4 

 
 
 
The following code is how to convert the .data into csv file in Java: 
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3.1.3 Creating a Recommender 
 
The following codes are presented by Mahout to recommend some items 
for the active user as following: 

 Load Data: 
This code is to upload the converted csv file from the previous step: 
 
 
 

 Create Similarity and Neighbor Selection: 
 
To predict and provide suggestions using the collaborative filtering method, 
we first need to identify the most similar users to the active user. The 
active user is the user for whom we want to predict the score of a target 
item. We can use the Pearson Correlation Coefficient equation to measure 
the similarity between users. The Pearson Correlation Coefficient is a 
measure of the linear relationship between two variables. It ranges from -1 
to 1, with 1 indicating a perfect positive correlation, -1 indicating a perfect 
negative correlation, and 0 indicating no correlation. [11]. Where the 
neighbor size here is chosen as 50 neighbors as an example. 
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 Create Recommender Engine: 
In this step we are going to recommend 5 items to the active user that not 
seen or viewed yet. User ID 1 considered as the active user. 
 

 
 Evaluation Metrics: 

 
Once a model has been built, the most important question that arises is 
how well does it perform? Therefore, evaluating any model is the most 
important task in a data science project, as it determines how accurate the 
model's predictions are [12]. 
Evaluation is a part of Mahout’s framework. It is to measure the error 
percentage from obtained results. Four evaluation metrics are used, Root 
Mean Square Erroe (RMSE), Precision, Recall, and F1 Score. 
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To train the dataset, the training perecentage can be chosen as shown in 
this code where 70% presented here as an example and can be modified 
according to the requirements of experiment. 
3.2 Scenario 2: Predicting Missing values 
Part of the proposed approach is presented in early published paper [13]. 
The block diagram presented bellow shows two scenarios of proposed 
work. Scenario 1 is described in 3.1. After converting the csv file, both 
scenarios used same converted file which contains the original data. 
Scenario 2 creates a new dataset that contains original data with fixed 
missing values. Next, the new dataset is applied to Apache Mahout Library 
(combine scenario 1) and a new recommendatios are obtained.  
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Fig1. Framework shows the relationship between our Method and 
Apache Mahout 
The results of both scenarios and previous studies are compared. For 
better results, some experiments adopted (neighbors’ size, percentage of 
training set). 
The steps of this scenario are presented as follow: 
3.2.1 Filtering User-Item Rating Matrix 
In this step, the user-item matrix is filtered to identify users who have 
strong relationships with the active user. This is done by finding users who 
have rated a similar number of items as the active user and who have 
rated those items similarly. The users who are identified in this step are 
considered to be the active user's neighbors.  Hence, this filtering process 
prevents any user who does not have any shared preferences with the 
active user to be part of the new user-item rating matrix. 

User-Item matrix = {
                            

     
                            

   

                  

Where:         is the rating given to item i by   ;       is the rating given to 
item i by   ; K is defined by admin to describe if the number of    items in 
common with active user less than K, then the user-item matrix must be 
filtered and   is the threshold value. 
3.2.2 Finding Distance between the Active User and Neighbors: 
This step illustrates how much neighbors’ opinion is different from that of 
active user on the items they both rated.  
    (     )  ∑ |         |

 
     

 
  
 (1) 
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Where:      is the active user;    describes all the users in dataset; and 
m is the total number of items. 
3.2.3 Identifying the Average Rating Between Ua and Ub: 
The weights are determined by the similarity between the active user and 
each neighbor. The number of items that both the active user and his 
neighbors rated is used to normalize the weights. This ensures that the 
ratings of neighbors who have rated more items in common with the active 
user have a greater influence on the prediction.  
    (     )   

    (     )

 
                            

(2) 
3.2.4 Imputing the Missing Value of Item      for Ub: 
Earlier approaches relied on imputation [14-18] to fill in missing ratings 
and make the rating matrix dense. However, imputation can be very 
expensive as it significantly increases the amount of data. This paper 
proposed a method that can overcome this issue by adding a new 
parameter to choose the best neighbors in the user-item rating matrix [17-
19].  
The imputation process in this step predicts a rating to items which the 
neighbors are not rated. On the other hand, the active user rated them. 
       (      )           (     )             
(3) 
Where:        (     ) is the missing value of  Ub on item i.     
3.2.5 Neighbor Selection and Similarity between Ua and Ub: 
In order to predict and provide suggestions using the collaborative filtering 
method, we must first identify the most similar users to the active user. 
The active user is the user for whom we want to predict the score of a 
target item. We can create a set of neighbors for the active user by using 
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the standard Pearson Correlation Coefficient [11]. This coefficient 
measures the linear relationship between two variables. In our case, the 
two variables are the ratings that the active user and each other user have 
given to the target item [20].  
The Pearson Correlation Coefficient is calculated as follows: 
         

∑ (      ̅ )   (      ̅ )
 
   

√∑ (      ̅ )
   
     ∑ (      ̅ )

  
   

 
   

     

 (4) 
Where  ̅  is the mean rating given by user a,  ̅  is the mean rating given 
by user b. 
The above formula can be used to calculate the similarity between two 
users. This similarity can be used to determine which users are most 
similar to each other. Users who are similar to each other are likely to 
have similar interests and preferences. This means that they are likely to 
rate items in a similar way. As a result, users who are similar to each 
other can be considered to be reliable neighbors. 
3.2.6 Prediction 
In this step, we use the results obtained from the previous step to predict 
the rating that the active user will give to the target item. We do this by 
taking the weighted average of the ratings of the neighbors on the same 
item. The weight for each neighbor is calculated using the similarity 
between the active user and the neighbor [20]. 
       ̅  

∑ (      ̅ )         
 
   

∑         
 
   

  
(5) 
Where,       is the prediction for the active user a for item i;        is the 
similarity between users a and b ; n is the number of users in the 
neighborhood.  
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4. Experimental Analysis 

4.1. Experimental Steps 
The dataset was divided into a training and test portion. In the 
experiments, 0.7 and 0.9 training-test ratios were used to calculate and 
compare the prediction accuracy. For each similarity measure and 
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collaborative filtering technique, evaluation was coded to find the mean 
absolute error, precision, recall, and F1 score. 
4.2. Experimental Platform 
All of our experiments were implemented in the Java programming 
language. The experiments were run on a Windows-based PC with an 
Intel Core i5 processor running at 1.8 GHz and 8 GB of RAM. 
4.3 Experimental Results 
The experimental results of user-based collaborative filtering (CF) for 
creating predictions are shown and the parameters to be determined as 
follow:: 

 Neighborhood size: The number of users to consider as neighbors 
of the active user. 

 Training/test ratio: The fraction of the data to use for training and 
the fraction to use for testing. 

 Effects of different number of items for users in common with active 
user: The impact of the number of items that users have in 
common with the active user on the accuracy of the predictions. 

All of the classes that contain evaluation metrics were run separately. The 
results were then recorded in order to compare them. Using this 
information, tables and histograms were created. The table 3 below shows 
the parameters that were used in the experiments. 
Parameter Description Scale  

Neighbor size 
The number of users who 
have high similarity with 
active user. 

10, 20, 30, 50, 70, 
80, 100 

Training test The percentage of dataset 
that be used in training test.  

70% and 90% 

Items in common Taking into account only the  
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with active user users who have rated the 
same items the active user 
rated too.  

20, 50, 100, 150 
 

 
In the case of neighbors’ size, the size of the neighbors affect the 
prediction quality. By changing the number of neighbors, sensitivity of 
neighborhood is determined. Many studies noticed that increasing the 
number of neighbors’ size leads to increasing in the quality of prediction 
[10, 18, 19]. Most of these studies control the number of neighbors to get 
high accuracy for their prediction. In this study, we added another 
parameter before we measure the similarity and before selecting the 
neighbors’ size. We first filter users according the users who have certain 
number of rated items in common with active user.    
4.4 Experiment 1: 
The results presented here describe the effect of neighbor’s size on 
traditional User-Based collaborative filtering using Apache Mahout as 
shown in Fig1. The results illustrate the accuracy of prediction using 
RMSE, Precision, Recall, and F1 metrics with training/test are 0.7 and 
0.9. 
 

Neighbo
r Size 

Training
/ 
Test 

RMSE Precisio
n 

Recall F1 

10 0.7 1.178
4 

0.0357 0.0359 0.0358 

20 0.7 1.165
3 

0.0322 0.0324 0.0323 
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As can 
be 

seen in Fig3, the obtained results prove the fact presented by many 
studies, as we increase the number of neighbors, the accuracy of 
prediction is also increases. As known, the lower the RMSE, the higher 

30 0.7 1.147
7 

0.0319 0.0320 0.0320 

50 0.7 1.115
5 

0.0358 0.0361 0.0360 

70 0.7 1.093
9 

0.0319
8 

0.0319
5 

0.0319
7 

80 0.7 1.086
8 

0.0261
5 

0.0261
3 

0.0261
4 

100 0.7 1.068
6 

0.0228
6 

0.0228
9 

0.0228
8 

10 0.9 1.162
5 0.0352 0.0354 0.0354 

20 0.9 1.167
9 0.0326 0.0328 0.0327 

30 0.9 1.150
7 0.0313 0.0314 0.0313 

50 0.9 1.111
9 0.0343 0.0346 0.0345 

70 0.9 1.084
4 0.0308 0.0308 0.0308 

80 0.9 1.075
0 0.0264 0.0264 0.0264 

100 0.9 1.060
1 0.0226 0.0227 0.0227 
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prediction accuracy. In the case of Precision, Recall, and F1 metrics, the 
relationship between the size of neighbors and the accuracy is different 
from RMSE. Table shows that the lowest the number of neighbors the 
highest the prediction accuracy  
 

 
 
The sample presented bellow describes 5 recommended items to user 1 
and neighbors with size equal to 10 neighbors: 
 

 
4.5 Experiment 2: 
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At this stage, different procedures are adopted. A new parameter (ᶯ) added 
to our proposed method. As described in scenario 2, the first step is 
filtering users according to the items they shared or rated in common with 
active user. The developer decides the number of shared items. This 
number considered as the new parameter we added in this study. 
Experiment 2 has for cases, the neighbor’s size scaled as 10, 20, 30, 50, 
70, 80, 100 for each case, and the training/Test is 0.9 for all case where 
achieved better accuracy than 0.7. Table 4 presents the obtained results 
for all cases after running each case separately. 
The observation we should take into account after running our Java code 
is the dataset. The table below shows the statistics of dataset (Original 
Data) for experiment 1 compared with the dataset of experiment 2. Each 
case we count the number of users, items, and ratings after applying the 
proposed algorithm. Consequently, the number of users, items, and ratings 
decreased as the ᶯ increased. Therefore, we noted that the executing time 
of Java program becomes faster. Fig4 shows the fastest and lowest cases 
according to the increasing in ᶯ.  
Table 4. Statistics of Dataset  

 ᶯ Users Items Ratings 
Experiment 1 0 943 1682 100,000 

Experiment 
2 

Case I 20 582 1669 190332 
Case II 50 320 1642 116956 
Case 
III 100 116 1572 49750 

Case 
IV 150 21 1471 11212 
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The fastest and slowest executing time of Java code for all cases is 
presented in Fig4. As shown here, as we increase the value of ᶯ the 
executing time become faster. Experiment 1 where Apache Mahout is 
applied and ᶯ = 0 conducted the slowest executing time because the 
dataset not filtered yet. So, the compiler takes a bit more time to read all 
records. In addition, the executing time becomes faster as the number of 
records decreases. 
 

 
Fig4. The executed time 
 
Table 5 presents the main results of our experiments. We found that the 
ratio 0.9 of training set gives better results than those of 0.7.  
Table 5. RMSE, Precision, and Recall of Scenarios  

Case
s  

Neighbo
r Size 

Training
/ 
Test 

ᶯ RMSE Precisio
n 

Recall F1 

Case 
I 

10 0.9 20 0.718
5 

0.1886 0.1886
1 

0.1886
1 

20 0.9 20 0.731
0 

0.0787 0.0787 0.0787 
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30 0.9 20 0.746
0 

0.0504 0.0504 0.0504 

50 0.9 20 0.757
1 

0.0313 0.0313 0.0313 

70 0.9 20 0.760
7 

0.0227 0.0227 0.0227 

80 0.9 20 0.763
5 

0.0185 0.0185 0.0185 

100 0.9 20 0.767
4 

0.0180 0.0180 0.0180 

Case 
II 

10 0.9 50 0.824
6 

0.0942 0.0942 0.0942 

20 0.9 50 0.829
3 

0.0574 0.0574 0.0574 

30 0.9 50 0.834
4 

0.0411 0.0411 0.0411 

50 0.9 50 0.837
9 

0.0278 0.0278 0.0278 

70 0.9 50 0.838
2 

0.0221 0.0221 0.0221 

80 0.9 50 0.837
7 

0.0180 0.0180 0.0180 

100 0.9 50 0.839
3 

0.0170 0.0170 0.0170 

Case 
III 

10 0.9 10
0 

0.898
5 

0.1300 0.1300 0.1300 

20 0.9 10
0 

0.898
0 

0.0718 0.0718 0.0718 
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The relation between the size of neighbors and the accuracy of RMSE, 
Precesion, and Recall is illustrated in Fig5 (a,b), (c,d), (e,f), and (g,h). In 

30 0.9 10
0 

0.895
3 

0.0650 0.0650 0.0650 

50 0.9 10
0 

0.899
3 

0.0398 0.0398 0.0398 

70 0.9 10
0 

0.907
2 

0.0339 0.0339 0.0339 

80 0.9 10
0 

0.910
1 

0.0475 0.0475 0.0475 

100 0.9 10
0 

0.916
4 

0.0524 0.0524 0.0524 

Case 
IV 

10 0.9 15
0 

0.954
3 

0.1277 0.1277 0.1277 

20 0.9 15
0 

0.971
2 

0.1111 0.1111 0.1111 

30 0.9 15
0 

0.971
2 

0.1111 0.1111 0.1111 

50 0.9 15
0 

0.971
2 

0.1111 0.1111 0.1111 

70 0.9 15
0 

0.971
2 

0.1111 0.1111 0.1111 

80 0.9 15
0 

0.971
2 

0.1111 0.1111 0.1111 

100 0.9 15
0 

0.971
2 

0.1111 0.1111 0.1111 
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most cases, the accuracy of RMSE shows that if the number of neighbors 
is low then the accuracy of RMSE is high. As can be seen in Table 5 The 
best recommendation accuracy of lowest RMSE and Highest Precision and 
Recall we got is in Case 1 where the parameters of neighbors’ size = 10 
and n = 02. This is because the proposed method filters the dataset into 
10 neighbors who shared same preferences as an active user on 20 
items. This action prevent any user who does not have any shared 
preferences with active user to be part of the training/test and leads to 
adding more ratings records in our dataset. This increases similarity 
measures between the active user and his/her chosen 10 neighbors. 
Meanwhile, leads to high prediction accuracy.  
 
 

 

0.71

0.72

0.73

0.74

0.75

0.76

0.77

0 10 20 30 40 50 60 70 80 90 100

Neighbors' Size 

RMSE 

0

0.05

0.1

0.15

0.2

0 10 20 30 40 50 60 70 80 90 100

Neighbors' Size 

Precision/Recal/F1 

Precision

Recall

F1



 

 
 
 

A comparative of Imputation Techniques for Missing Data in Collaborative  

Filtering Using Apache Mahout 

–2023 488 

 

 

 

0.82

0.825

0.83

0.835

0.84

0.845

0 20 40 60 80 100

Neighbors' Size 

RMSE 

0

0.02

0.04

0.06

0.08

0.1

0 10 20 30 40 50 60 70 80 90 100

Neighbors' Size 

Precision/Recal/F1 
Precision

Recall

F1

0.89

0.895

0.9

0.905

0.91

0.915

0.92

0 10 20 30 40 50 60 70 80 90 100

Neighbors' Size 

RMSE 



 

 

Morad Ali Hassan – Mohamed Abdo ulwahad Alsharaa  

–2022 489 

–2023 489 

 

 
 Fig5. The relation between the size of neighbors and the accuracy of 
RMSE, Precesion, and Recall 
 
Table 6a. The Lowest RMSE of all Cases 

 Neighbors 
size 

Training   RMSE 

0

0.05

0.1

0.15

0.2

0 10 20 30 40 50 60 70 80 90 100

Neighbors' Size 

Precision/Recal/F1 
Precision

Recall

F1

0.95

0.955

0.96

0.965

0.97

0.975

0 10 20 30 40 50 60 70 80 90 100

Neighbors' Size 

RMSE 

0.11

0.115

0.12

0.125

0.13

0 10 20 30 40 50 60 70 80 90 100

Neighbors' Size 

Precision/Recal/F1 

Precision

Recall

F1



 

 
 
 

A comparative of Imputation Techniques for Missing Data in Collaborative  

Filtering Using Apache Mahout 

–2023 490 

Case I 10 0.7, 
0.9 

20 0.7185 

Case 
II 

10 0.9 50 0.8246 

Case 
III 

10 0.9 100 0.8953 

Case 
IV 

10 0.9 150 0.9543 

 
Table 6b.The Highest Precision, Recall, and F1 of all Cases 

 
Neighbors 
size Training   

Precision, Recall, & 
F1 

Case I 10 
0.7, 
0.9 

20 0.1886 

Case II 10 0.9 50 0.0965 
Case III 10 0.9 100 0.1345 
Case IV 10 0.9 150 0.1384 

4.6 Models and Comparison 
 
To evaluate its performance, our proposed method is compared against 
several recommender algorithms that widely used: DSTNMF and DSMMF 
[23], GWNMF [24], OWNMF [25-27], WNMF [28], ALS [29], SCoR [30], 
and Apache Mahout [9], Slope One [31], and SVD++ [14]. Most chosen 
algorithms for the comparison are Matrix Factorization, since it is the most 
recent approach that offers more accurate predictions compared to 
Collaborative filtering. 
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Name  Algorithm RMSE 
DSTNMF Matrix Factorization 0.938

5 
DSMMF Matrix Factorization 0.948

3 
GWNMF Matrix Factorization 0.966

0 
OWNMF Matrix Factorization 1.016

8 
WNMF Matrix Factorization 1.004

2 
ALS Alternating Least 

Squares 
0.964 

SCoR Synthetic Coordinate 0.875 
Apache 
Mahout 

User-Based CF 1.060
1 

Slope One Smoothing Bagging 0.946
0 

SVD++ Smoothing Bagging  
0.913
7 

Proposed  User-Based CF 0.718
5 

 
Table 6 shows the performance of the compared recommender systems 
for the Movielens 100K dataset. According to these results, the proposed 
method gives the lowest value of RMSE which means performance.  



 

 
 
 

A comparative of Imputation Techniques for Missing Data in Collaborative  

Filtering Using Apache Mahout 

–2023 492 

 
Algorithm precisio

n 
Recall  

DSTNMF 0.0442 0.0259 
DSMMF 0.0495 0.0272 
GWNMF 0.0447 0.0266 
OWNMF 0.1252 0.0625 
WNMF 0.1208 0.0611 
Apache 
Mahout 

0.0358 0.0361 

Proposed 0.1886 0.1886 
 

5. Conclusion  
We presented an algorithm that enhance the efficiency of collaborative 
filtering technique in recommendation systems. Apache Mahout which is a 
part of Hadoop is used in this work as a powerful tool to deal with the 
analysis of big data. The improved collaborative filtering which is based on 
the neighbors’ preferences that shared in common with the active user. In 
other word, we count the tastes between the neighbors and the active 
user. The proposed method has been tested on real dataset. The 
proposed work is compared against literatures explained in pervious 
sections, proving its effectiveness, simplicity and higher performance. 
Under several cases, our proposed work is the first in performance. Apart 
from the high performance and simplicity of this work, other advantages of 
the proposed method compared to some literatures algorithms are that it 
does not require any additional data. Furthermore, the parameter chosen 
here is simple in very easy for execution. Additionally, the proposed 
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system outperforms the previous literature in finding the best users chosen 
to be the active user’s neighbors list which provided more accurate 
prediction. 
In future work, we plan to extend the framework to test more real datasets 
to prove its effectiveness. In addition, to better handle sparsity problem as 
well as cold-start. An important axis, Item-Based CF will be applied too in 
this method for future work.   
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