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Abstract
The purpose of writing this paper is to demonstrate a short study to learn how the person to

maximize his money by using an optimal control without loss. The purpose of the control is to
maximize the expected payoff in the future . We have in this paper very valuable result .
If we have found an optimal decision that will bring some positive inpute in future . We know

that to maximize our money with out losing is actually very necessary part in our life.

572


https://jhas-bwu.com/index.php/bwjhas/index
mailto:ebtessamaali4@gmail.com
mailto:ebtessamaali4@gmail.com

Suppose that the state of a system at time t is described by ito process X,

of the form
dX; = dX} = b(t,Xs, up)dt + o(t, X, up)dB; (D
Markov control is assume that u does not depend on the starting point y = (s,x) , the value

we choose at time t only dependes on of the system at this time.

Keywords: Markov control — Ito process—Brownain motion—Hamilton — Jakobi bellman- optimal control
Introduction
It will be identify a function u; R™*! - U.

where
X; € R b:R XR™ XU ->R"0:RXR"XU - R"and B;is m —
dimensional Brownian motion. Where u, = u(t,w) is a stochastic process.

because our decision at time t should be based on what has happened up to time ¢t
, the function w — u(t,w) must be measurable with respect to the filtration F", i.e the
process u, must be F/™ adapted.

Suppose that the process X, satisfying the equation (1),

let X,* be the solution for the equation (1) such that
h h
X¥ =x +f b(r,X;*,u,)dr +f o(r, X,y )dB,; h=s
S S

Q5* is the probability law of Y, = (s + t,Xﬁft)t > 0, PO isthe probability law of B,

starting at 0, such that
Q%*[X¢y € Fy, o, Xo €F] =POIXS €F, . X  €FR] (2)

fors<t,F;cR%1<i<kk=12..

Let f: RXx R*" XU — R the utility rate or profit rate function and

g;R X R* — R ( the bequest function) be given continuous function ,

let G(the solvency set) and let T ( the bankruptcy time) be the first time from G for
the process {X>*} mean that

T =T*(w) = inf{r > s; (1, X;"(W)) € G} < oo.
Assume

go U |fur(r,xr)|dr+|g(T,xT>|X{T<w}]<oo. ©)

We define the performance function J%(s, x) by

J(s,x) = B [T 47 (r, X, )dr + g (T Xp) x| (4)
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If we introduce the notation Y, = (s + ¢, X;7,) to make it easier and substitution

this in equation (1) to obtain
dY; = dY¥* = b(Y,, up)dt + o(Yy, up)dBs.  (5)
Where
To:=inf{t >0; Y, € G}=T—-s . (6)
Define
T is the first exist time from the set G of a process Y;.

Moreover
9T, X7) = g(¥r—s) = g(Yie).

Therefore the performance function can be written as follows,

whith y = (s, x)

(16
J4(y) =E> U fUDAt + g(Yee) X6 < o (7).
0

The problem is to find the number ®(y) and control
w=u"(t,w)eA
such that

DY) = sup yew) J* ) =J* ().

The supremum is taken over a given family A of a admissible controls, u* is called an

optimal control if it is exists and & is called the optimal performance or the value function.
The Hamilton— Jacobi—-Bellman Equation
The Hamilton — Jacobi — Bellman Equation is central result in optimal theory,

we want to consider Markov controls only u = (t, Xt(w)) define

1
a;j = Ea(x)aT(x).

Introducing Y; = (s + t, X;,;) and the equation becomes

dY; = b(Y,, u(Yp)dt + o (Y, u(Y,))dB; . (8)
Forv e U and ¢ e CZ (R x R") define

2 - 2 - 92
OO =22+ Y BB et Y ayy ). (9)
i=1 Loij= £

The first fundamental and consequence result in stochastic control theory is the

following:
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Theorem: (The Hamilton— Jacobi — Bellman HJB (I))

Define
®d(y) = Sup{J*(y):u = u(Y)}. Markov Control.
Assume that ® € C?(G) N C(G™) satisfies

EY [|¢<Ya)| + f
0

for all bounded stopping times a« <7, ,forally € G andallv € U.

a

ILV(Yt)Idt] <o

Furthermore an optimal Markov control y* exists and @G is regular for
Y* in (7).
Then
Sup{f*) + (L"®)(M}=0 ,VyeG (10)
and
P =g@) v y € 9G.  (11)
The HJB(l) equation state that if an optimal control u* exists ,then we know that its

value v at the point y is a point v where the function

vo )+ LPP)(y)v el
attains its maximum also states that it is necessary and sufficient that

v = u*(y) is the maximum of function.
Theorem (The HJB I1):

Let ¢ be a function , for all v € U, such that

ffF+W)y)<0; yeGc  (12)
with bounded values

,}Lrtr%; ¢(Yy) = g(Yee). x{tG < oo}  (13)
Also, such that
{p(Y);t stopping time, t < t;}  (14)
is uniformly Q¥ — integrable for all Markov controls u and all y € G.Then

o) =J“(y)

for all Markov controls uand ally € G .
likewise, if for each y € G we have found wu,(y) such that

o (y) +L*O)(y) = 0 (15)
As well as

{p(Yt¥); t stopping time ,t < t;} (16)
is uniformly QY — integrable for all y € G then u, = uy(y) is a Markov control such

that ¢p(y) = J“°(y) and hence if u, is admissible then u, must be an

optimal control and ¢(y) = ®(y).
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The HJB equations (I),(Il) provide a nice solution to the stochastic control problem in
the case where only Markov controls are considered.
Theorem:

Let

@ (y) = sup{J*(y); uu(Y) Markov control}
and

@, (y) = sup{J*(y); u = u(t,w)F" — adapted control}
Suppose there exists an optimal Markov control u, = uy(y)

for the Markov control problem (i.e ®,(y) = J*o(y)for ally € G) such that
all the boundary points of ¢ are regular with respect to Yt”" and that @,, is a boundary
function in €2 (G) N C(G) satisfying

< (17)

g [chM(Yan + [ |y v de
0

for all bounded stopping times « < t, ,all adapted controls u and all y € G.
Then

Dy (y) =D,(y) forally €aG.
proof

Let ¢ be a bounded function in C2(G) N C(G) satisfying the equation (17)

and

PO+ LP)(y)<O0forally eG,velU (18)
and

() =gQ@y) forall y € 0G. (19)

Let u,(w) = u(t,w) be an F[*— adapted control . Then Y, is an Ito process giveng

by

dY; = b(Y, u)dt + (Y, u;)dB;
so by the lemma of ito process with
Tz = min{R, t;;inft > 0;|Y;| = R} for all R < .

TR
EY[¢p(Yrp)] = ¢(y) + EY [ f (LW ¢)(Yt)dtl,
0

where

0%¢
x

0 iax]' (Y),

9 N 9 C
(LEEWp) (y) = a—‘f(y) + Z by(y,u(t, w))a—,‘fim + Z ai; (v, u(t, w))

ij=1
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thus by the equation (17) and (18) this gives

EV[¢p(Yrr)] < ¢(y) — EY lf Rf(yt,u(t; W)) dt|.
0
Letting R —» oo we obtain

o) = () (20)

the function ¢(y) = @y, (y) satisfies the equation (18) and (19).
So by the equation (19) we have &, (y) = ®,(y) and the theorem follows.

The Hamilton — Jacobi-Bellman equation (I) Says that :If there is an optimal control u*

then

)+ Le)(y) =0,

however it cannot be said that if v satisfies

)+ LP®)(y) =0,
then v is an optimal control . The HJB (ll) says if the equation

fr®(y) + (L¢)(y) =0

holds and hence u, is admissible then u, be an optimal control.

The theorem on Markov control explains that it does not matter restricting to Markov
control because we must not have information about the history .We can obtain to a good an
control without have information about the past , we always obtain as good performance with
a Markov control as with an arbitrary Tt(m) — adapted control .

Conclusion:

At the conclusion of this short paper, which highlighted an optimal control problems. The
prominent purpose of this study to Maximize the expectation of payoff in future and we use
optimal control for optimization of their activity .

Optimal control theory is easy to give more information to commiserated the
mathematical reasons of the decision making process in our world.

writing down the HJB equations provide a nice solution to the Stochastic control.
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